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This paper investigates the problem of disturbance rejection for SISO uncertain nonlinear minimum phase
systems perturbed by an unmeasurable external disturbance under the framework of robust output regulation.
The model parameters of the systems in question are uncertain, including the control direction. In addition, the
external disturbance can be structured or unstructured but bounded. Towards this end, a novel unknown input
observer (UIO)-based regulator is developed to cancel the external disturbance, and a switching mechanism

with a monitor function is designed to handle the control direction uncertainty. Notable features are that the
unstructured external disturbance can be directly estimated and completely rejected by a sliding mode-based
observer, and this new scheme can be applied to systems with non-unitary relative degrees under unknown
control direction. The boundedness of the closed-loop system and its asymptotic convergence properties are
rigorously proved, which is verified by a numerical example.

1. Introduction

The problem of tracking desired references while rejecting distur-
bances in the presence of model uncertainties, generically known as
robust output regulation, has played a central role throughout the
history of control theory [1]. It can be found in myriad engineer-
ing applications, including active rotor balancing [2], active noise
cancellation [3] and active suspensions [4], etc. Although references
and disturbances are both commonly interpreted as external signals in
the problem of output regulation, the accessibility of these two types
of signals is generally different. In practice, the external disturbance
to be canceled is more difficult to obtain, especially when facing a
time-varying uncertain operating environment. This work particularly
focuses on a rather challenging case where the plant in question is a
single-input-single-output (SISO) uncertain nonlinear system described
by:

X=f,u)+ g0, p)w+d),
y = h(x, p), 1)

and the disturbance d to be canceled is assumed to be an unmeasured
signal generated by exogenous systems. x € R", u € Rand y € R
represent the state, the input, and the output of the plant respectively.

The vector u collects the parameter uncertainty ranging over a given
compact set P C RP. To be specific, the model uncertainty exists
in vector field f(x,u), input map g(x,u), and output map h(x, u). In
this paper, we denote the sign of the multiplicative term g(x, u) as
the control direction, which is unknown. Besides, we assume g(x, u) is
bounded and nonzero for all x € R"” and y € P. The overall control
objective is then to find a control signal u to recover the zero output of
the system facing all kinds of aforementioned uncertainties.

When the control directions are known, so far plenty of repre-
sentative results have been obtained on the robust output regulation
problem [5-12]. Remarkable is the internal model (IM)-based method
in completely rejecting structured disturbances, even if the information
of disturbances is unknown [6,8]. However, consider the unstructured
disturbances, it is claimed in [7] that no finite-dimensional robust
regulator exists for asymptotic regulation and only approximate or
practical regulation can be obtained, which is one of main drawbacks
for the IM-based method. Sacrificing the asymptotic regulation, ro-
bust control approaches, such as active disturbance rejection control
(ADRC) [9], sliding mode-based control [11,12], and disturbance ob-
server (DOB)-based control [13], are able to effectively cancel both
structured and unstructured disturbances. Reposing upon the high-gain
observer technique, the ADRC and DOB-based control [9,13] can only
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achieve approximate regulation even if disturbances are structured. The
sliding mode-based control [10-12], though achieving exact cancel-
lation of disturbances, requires the system nonlinearity satisfied with
some known expressions.

However, when the control directions are unknown, the robust
output regulation problem in the presence of structured and unstruc-
tured disturbances becomes rather challenging. Nussbaum-type func-
tions have been effectively incorporated in the control design of several
proposals in the literature, such as [14-16], but the transient behavior
is often unacceptable in practical implementation problems. In [17,18],
the system nonlinearity is assumed to be satisfied with some known
bounding functions, instead a switching logic by monitoring a certain
performance index is designed. Similarly, in [19], by considering lin-
ear systems and assuming that other disturbances are norm-bounded,
the monitor function is incorporated into ADRC to solve this prob-
lem. Recently, rather than resorting to the monitor function, a barrier
function-based prescribed performance control method in [20] has
solved such a problem without any knowledge of the system nonlin-
earity or the control direction. However, in [19,20], only practical
regulation can be obtained.

In this paper, to the best of the authors’ knowledge, our work is
the first to achieve exact cancellation of both structured and unstructured
disturbances for systems with no knowledge of the system nonlinearity or
the control direction. Sharing a similar idea of monitoring a certain
performance index with [17,18], we incorporate a switching signal into
the regulator to overcome the difficulty of unknown control direction.
By resorting to a novel interval observer-based UIO combined with
the regulator, exact cancellation of both structured and unstructured
disturbances is achieved. We show that after finite switching, once the
control input u is unsaturated, the output y is asymptotically regulated
to zero and the closed-loop system remains bounded. However, we
restrict the system in question to be locally input-to-state stable and
strongly minimum phase. If the system is input-to-state stable, our
result turns out to be semi-global regulation.

The main novelties lie in the following:

(1) With the least prior knowledge of the plant and disturbance, the
proposed control protocol secures asymptotic regulation, which
is robust to the uncertain parameter set P.

(2) Without knowledge of the system nonlinearity or the control
direction, the structured and unstructured disturbance can be
directly reconstructed and completely rejected.

Notations: In this paper, || - || represents the Euclidean norm of the
matrices or vectors. For any constant matrix or vector M € R™" (R™),
M > (>,<,<) 0 means that all elements of M are > (>,<,<) 0
respectively. Denote M+ = max {M,0} and M~ = max {—M,0}. Thus,
we have M = M+t — M~ and |M| = M* + M~, where |M| stands for a
mXxn matrix (mx 1 vector) formed by taking the absolute value of every
element of M. In addition, for any square matrix N € R™", matrix N
is Metzler if its off-diagonal components are all non-negative. 4,,,,(N)
and 4,,;,(N) are denoted as the maximum and minimum eigenvalues
of matrix N. In this paper, the solution of discontinuous differential
equations is understood in Filippov’s definition [21].

2. Problem formulation

In this section, we first reformulate the disturbance rejection prob-
lem such that an interval observer-based UIO can be employed to
design an output feedback regulator to steer the output to zero.

Suppose the system (1) in question has a well-defined relative
degree r, then through a possible parameter-dependent change of co-
ordinates denoted by x (;1, 5), it can be transformed into the normal
form [22, Theorem 13.1] described by:

= fom, & m
E= AL+ B.b(n, &, wu+ B, (b(n, &, p)d + a(n, &, 1))
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y=C:¢ 2)
where n € R'™, & = (& - &) € R, fon.&m, atn,& p)

and b(n, &, ) are smooth state-dependent nonlinear functions, besides
£6(0,0, ) = 0 and a(0,0, 4) = 0 while the pair {4, B,,C,} is

A = 0(r—l)><1 I(r—l)x(r—l)
¢ 0 0 ’
1x(r—1)
T
Bc =( 01><(r—1) 1 ) s

We make the following assumptions regarding the system (2):

Cc = ( 1 01><(r—1) )

Assumption 2.1. There exist two known positive constants b,;,, bmax
such that
0 < bpin < 1601, &, )] < by 3)

for all (n,&) e R" and u € P.

Remark 2.1. Note that, b(n,&,u) = L, L}_lh(x, u) represents the
high-frequency gain of the plant (2). In this paper, without the prior
knowledge of its sign, we assume it is bounded away from zero by some
known values b, b, and cannot change its sign for all (n,¢) € R".

Assumption 2.2. Let/ > 0,0 < p < % be any positive constants,
assume the unknown disturbance is norm-bounded satisfying |d(7)| <
pl. Consider system (2), there exists a differentiable continuous function
vy satisfying o, (7.9 < Vi(t,n,8) < a(l(n,O)Il) for some class-K
functions (), @y(-) such that for all u € P,

Vi < —ap(ln, €D + ey (Ju + d)

for [u+d| < [ and |(5(0),£(0))|| < I, where I, > 0 depends on /,
ao(+), a;(-) are some class-K functions.

Remark 2.2. Assumption 2.2 implies that the system (2) is locally
input-to-state stable (ISS). If / = 400, Assumption 2.2 is reduced to the
ISS property and is not restrictive, since there are a large number of
robust control methods such as “H_, control” [23] and “high gain”
stabilization [24] to achieve such stability property. Such a hypothesis
is also assumed in rich literature [25-28] focusing on disturbance
rejection.

Assumption 2.3. The system 7 = f,(n, &, u) is ISS with respect to state
n and input & for all the initial condition #(0) € R"™".

Remark 2.3. Assumption 2.3 implies that the system (2) is strongly
minimum phase, which is a standard assumption in the topic of non-
linear output regulation [6,8,24,29].

To facilitate the controller design, we add and subtract a term
pS,(u to the right-hand side of the dynamic of &,, then system (2)
is rewritten in a compact form:

n=fon,& u
E= AL+ B, (BSu+An.Eud, w)
y=C¢ (€]

where f is a positive constant to be determined later, and S,(?) is a
binary switching signal governed by a scheme that will be designed in
the next section, to cycle through the set {—1,1}. Note that, 4 is the
lumped uncertainty in the form of

AW, &, u,d, p) i=a(n, &, p) +b(n, &, w)(u+d) —pS,u. )
One more assumption needs to be made for the initial condition of state

& in (4) as follows:

Assumption 2.4. There exist two known constant vectors EG(O) and
§u(0) conforming to éa (0) < E&(0) < £,(0) for all p e P.



Y. Gong et al.

Remark 2.4. The disturbance here is not necessarily differentiable
continuous but only bounded. However, we cannot tolerate an arbi-
trarily large disturbance, since system (2) is locally ISS with restrictions
[I(n(0), £(0)|| < [, on initial conditions and |u + d| </ on inputs.

Now, concerning the interconnected system (4), the output regula-
tion problem can be formally cast as:

Problem 2.1. Suppose Assumptions 2.1-2.4 hold. Given any pos-
itive constant /, design a control law u for system (4) perturbed
by disturbance d bounded by d := plI, such that the closed-loop
trajectories starting from any initial condition (7(0),£(0)) € X :=
{(#(0), £0)) : 11(n(0),£0)|| < Iy} are bounded and the output y of the
plant asymptotically converges to zero as time goes to infinity. <

For the sake of clarity, hereafter the uncertainty parameter vector
u is ignored when no confusion is caused.

3. Controller design

This section aims to design the control law « that solves Problem 2.1.
For simplicity, the time argument has been omitted in the sequel unless
necessary. Thanks to the controllability of the matrix pair {AC, Bc}, we
propose the following certainty-equivalent control law:

. -ké-4
u =1u Sat [—Eﬂsq ] (6)

in which & and 4 stand for the estimates for & and 4. The saturation
function is defined as

X,
Sat [x] = { signo),

if |x] <1

if x| > 1 7

for any scalar variable x. The control gain K € R’ is chosen such
that matrix A, — B.K is Hurwitz and the selection of positive constant
u € R will be discussed later.  and S, is first introduced in (4). Fig. 1
depicts the overview of the proposed control architecture whose basic
components are composed of the switching scheme updating S, and the
UIO including the estimates of ¢ and A.

With X being a fixed compact set of the initial conditions of the
system (2), B, is defined as a closed ball of radius r such that X c 5,.
Thanks to Assumption 2.2, if u is designed to be u < (1 — p)! such that
lu+ d| <1, then the compact set B, is a forward invariant set for system
(4) with r depending on / and /. In this context, £ and 4 will be given by
a high-order sliding mode (HOSM) differentiator and a novel unknown
input re-constructor inspired by [30] respectively.

3.1. HOSM differentiator

In what follows, a HOSM differentiator is proposed as a finite-time
observer for &.

To this end, we first show that the lumped uncertainty 4 is bounded
by |A(n, & u,d)| <4 with

A = sup [a(n, &) + (byyax + Pt + bygnd.- ®
(n.8)EB,

and from (4) and (8), the following state-dependent upper bound for
rth-order derivative of the output signal y satisfies

E|<pu+d. ©

Inspired by [10] and in light of (9), we are ready to propose a HOSM
differentiator for ¢ as follows,

$i=§i+1+\7,~, i=1,...,r—1
‘:%, :ﬁSqu+\7,, (10)
where é = (él Er)-r € Rr, and ¥ := (Ol Or)T c R’ is

generated by

1 r—i
0, = 7, L= |‘A’i—1|m sign(V;_y), i=1,...,r 11)
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(a) The overall control scheme

d y _
Controller (6) Plant (2) v
A u
&A S q Online update block
Monitor funcition (30)
(k) 3z
A

(b) The UIO structure

u > HOSM 62
y P differentiator »
Sq (10) R
Second-order
sliding mode
At l5,5+—l 9.9,
Unknown input | A n

i v §
» |nterval observer ,ﬁ
a5 observer (26)
reconstruction (24) I

Fig. 1. Schematic of the proposed UIO-based controller with a switching strategy. The
blue area in (a) contains the monitor function, driven by the estimate from UIO. The
former is described in Section 3.3 while the latter is delineated in Sections 3.1 and
3.2, whose structure is depicted in (b).

and 7, = y — £ with 7, £ being positive tuning gains. The finite-time
convergence property of & := & — £ is established in the next lemma.

Lemma 3.1. Consider the HOSM differentiator (10), if the parameters t;
are chosen such that the Laplace characteristic polynomial s" + >)_, 7,5~
is Hurwitz, and static gain L satisfies

L£>fu+A4, 12)

— — —% =
where A is a positive constant satisfying A > A , then, & converges to zero
in some finite time T, > 0. <

Proof. In view of (4) and (10), the dynamics of the estimation error &
can be obtained as

=&+

teo+ [—Z, Z] , a3

i=1,...,r—1

whose structure is same as that of system (32) in [10]. Thus, appealing
to the results indicated in [10, Theorem 5], it can be concluded that
the finite time convergence property of & is obtained if the static gain
£ fulfills £ > £* := i+ 4 and parameters 7, are chosen such that the
Laplace characteristic polynomial s” + Y|_, 7;s'~! is Hurwitz. []

Remark 3.1. For practical implementation, a proper choice of z; can
be found in [31,32]. Also, we can always select a sufficiently large £. In
addition, the estimation error £ is bounded during its transient period.

3.2. Interval observer-based estimator

In this subsection, we will develop an interval observer-based esti-
mator for 4 in (5) that features a finite-time convergence property as
well.

Thanks to the observability of the matrix pair {4,,C, }, an interval
observer for &-system (4) is constructed as:

&0 = H*m - ¢,
&) =@ e - @50, a4



Y. Gong et al.

where the dynamics of ¢ and ¢ are governed by

$=0A.07'C+ 0B pSu+0r(y-C.07'9)

+ (QB,)*A—(QB,) (-4),

$=0A.07'¢+0BpSu+Qr(y—C.0™'9)

+ (QB,)*(-4) - (0B, 4, (15)
in which Q € R™" _alnd Y€ R" will be determined later, 4 is a positive
constant fulfilling 4 > A4 in (12), and the initial conditions are set as
E(O) = Q+§a(0)—Q_§a(0) and ¢(0) = Q+§a(0)—Q_§a(O). System (14) is the
so-called interval observer whose property is asserted by the following
proposition.

Proposition 3.1. Under Assumption 2.4, the state of system (14) verifies
E<¢E<Eforalt >0, if the gain vector y together with the matrix Q is
chosen such that the matrix Q(A, — yC,)Q™! is not only Hurwitz but also
Metzler. <

The proof can be found in Appendix A.

Remark 3.2. The construction of an invertible matrix Q and a vector
y such that Q(A, —yC,)Q~! is not only Hurwitz but also Metzler can be
followed by the procedures in [33]. It can be concluded as follows:

(1) Select a diagonal matrix R € R™" with its diagonal elements
distinct and all negative. y is obtained such that (4, —yC,) and R
have the same eigenvalues.

(2) Choose vectors e;,e, € R” such that the pairs (A, — yC,,e;) and
(R, e,) are observable. The observable matrices @, and O, are

e e,

defined as O, = : 10, = N

(4. —rC)! eR™!

(3) Finally, calculate Q = (9;1(91.

Now, based on the HOSM differentiator (10) and the interval ob-
server (14), we are ready to employ an algebraic unknown input
reconstruction method proposed by [30] to estimate the lumped uncer-
tainty 4 in (5). From Proposition 3.1, we have & < & < £ holds for all

t > 0, which implies §r <¢é. < E,, thus there must exist a time-varying
scalar ¢,(r) € [0, 1] such that

=08+ (-9 =0,E —E)+E. a6)
Then differentiating (16) yields
b=0G-E)taE -E)+E. a7

Thanks to the fact that (Q~1)* +(Q~1)~ = |Q~!| and in view of (14), it
follows that

E-c=(@M" +@ ) )e- (@M +@™N')¢
=lo|¢ as)
with ¢ :=¢ - ¢ whose dynamic is governed by
$=0(A, —7C)O'C+|0B,| 4 19
where 4 :=24. Further, referring to (14) and (15), it holds that
E=©NH - ¢
= Mg — MyT+yy+ Ny(=4) - NyA+ B.fS,u
where
M, =(©Q )04, -yC)HO™,
M, = Q") 04, —yCHO™,
Ny =@ H'QB)" +(© ) (©B,)",
N, = HN0B,)” +(Q@ ") (@B)".
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As a result, in terms of &,, above equations suggest that

£-¢ =N,

& -t =10,

£ =13(cc)+ps,u (20)
where

GEN: Ml 21

5@ =Bl 07| (0 (A ~rC.) 0'c + 0B ).

£3(5.€) = BI(Myg = MoZ +yy + Ny(=2) - Ny D).

Now, substituting (20) into (17) yields

& = 0.1+ 0.0+ f3E,9) + S u. (22)

Meanwhile, recalling the second equation of (4), we have é, =pS,u+4
that, together with (22), gives

A=¢,.f1©) + 0,/ + 56, [92 (23)
Now, an unknown input reconstruction of 4 in (5) is given:
A= 9,110+ 0./, + f3E.) 24

where ¢, and ¢, are the estimate of ¢, and @,, respectively. To proceed,

due to (16), @, can be computed by

. é - g te

@p==——" (25)
g - gr +e

with e = 1, if E, = gr; otherwise, ¢ = 0. As for the estimate of ¢, denoted

by @,, we again resort to Levant’s second-order sliding model observer

in [10] as follows:

1 N
=1, = —K1|Pl - (}J,|251gn(p1 = &)+ o,

Py = —Kps8ign(py — 1),

@ =p (26)
where two positive scalar gains «;,i = 1,2 are chosen properly and
recursively.

Proposition 3.2. Suppose Assumption 2.4 holds, the estimator 4 in (24)
that consists of (15), (21), (25) and (26) is able to provide an exact estimate
for the lumped uncertainty A in (5) within a finite time, that is, there exists
a time instant T, > 0 such that the estimation error 4 := A — A = 0, for dll
1> T, <

Proof. From (23) and (24), we can deduce that

A=, + 0,026

with @,(t) = ¢,()—¢,(t) and ,(t) := @, — @,. According to Lemma 3.1,
the finite-time convergence property of £, implies @, = 0 for all ¢ >
T,. Since (26) features the same structure with (10), one can easily
conclude that, after another period, say 7, ¢, must equal to ¢,. Then,
setting 7, := T, +t;, we have A = 0 for all t > T,. Moreover,

the estimation error A is bounded during its transient period, thus
completing the proof. []

3.3. Switching scheme and monitor function design

Before we discuss the switching scheme of .S, we revert to system
(2) and rewrite it for convenience as

2 =F(2) + G(b(2)u + b(2)d),
y=0Cz, (27)
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with z := (7 §T)T € R" and

_ fo(2) _(0,_,
Fa= ((On_r Ac) L nao) = (%)
C = (On—r Cc) N

Since we have chosen an upper boundary for u before Section 3.1,
i.e., u < (1 — p)l, the finite-time convergence properties of the estimate
errors & and 4 are ensured by Lemma 3.1 and Proposition 3.2. However,
to recover the asymptotic stability of the unforced system, u should
be selected such that the ultimate boundary of the unsaturated term
=KE-4 is smaller than . Keeping this in mind, we will state it

2%} =
formally i in the following proposition.

Proposition 3.3.  Suppose Assumptions 2.1-2.4 hold, consider any
constant | and compact set B,, the latter being forward invariant for the
closed-loop system (27), which satisfies X C BB,. When S, = sign(b(z)),Vz €
B, and select f > by, if Iy < c(l) with ¢ bemg some class-K function
such that there exists a u satisfying u > d + 57— SUp.ep, a(||z|), in which

a(|lzl)) := |K&+ a(z)|, then there exists a ﬁme instant T* such that the
unsaturated term u, = % is norm-bounded by |uy| < u after t > T*,
q

that is u = ug, Vt > T*. <

The proof can be found in Appendix B.

Remark 3.3. If /| = +oo, system (2) is ISS with respect to the inputs
u,d and states n, . The upper boundary and lower boundary of u are
naturally valid. Then, our results turn out to be semi-global regulation
of the regulated output.

Finally, a switching scheme is proposed as

Sq(Trq1) = =S, 0),

fipp =inf {1 > 1

[HOIES ACYS (28)

where the switching instant 7,, k € {0, 1,2, ...} determines the change
of S,, at which S, cycles through the set {~1, 1}. The switching scheme
is initialized at 7, = 0. A sequence of signals ¥, (¢) for all k € {0,1,2,...}
is defined as

P () = Ok 0| &), 29)

where 1,, is a sufficiently small positive constant to be determined later
and O(k) is a user-defined non-decreasing function of the augment k
satisfying @(k) > 1. The monitor function ¥ can thus be defined as

P(@) =W (), 1€ [t.114) C L0, +00). (30)

Note that, from (29) and (30), one can easily see [|&(,)|| < ¥,(t;) at
t =1, for all £ € {0,1,2,...}. Moreover, it is trivial to obtain the
following inequality:

€I <@ €30
for all ¢ > 0.
Remark 3.4. In fact, we can choose a non-decreasing function with

a fast ramping rate to substantially reduce the number of switching. If
O(k) exceeds the finite accuracy, then a function with a linear ramping
rate can be selected, with a tradeoff for a larger switching number.

4. Stability analysis
In this section, consider the system (1) that can be transformed into

its normal form (2), its compact form is rewritten in (27). Then, with
the controller (6), the entire closed-loop system is in the form of

z=F(2)+G <b(z)ﬁ Sat [ﬁ] + b(z)d) s
upsS,

y=Cz, (32)
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where & and 4 are given by the finite-time estimators (10) and (24) and
S, is generated by the switching scheme in (28).

Now, we proceed with the stability analysis of the closed-loop
system (32), and the main result is shown in the following:

Theorem 4.1.  Suppose Assumptions 2.1—2._4* hold. Given any positive
constant 1, there exist choices of u, ly, f, L*, A and 4, such that for all
lp <c(l), p=bpae L>L7, A> 2" in (12) and 4,, < A3 in (29), the closed-
loop trajectories (32) with any initial condition z(0) € X are all bounded
and lim,_, , y(t) = 0, thus the problem of output regulation is solved. <

Proof. According to Assumption 2.2, state z of the closed-loop system
is bounded within B, since u satisfies u < (1 — p)l. As a consequence,
as long as L is sufficiently large, then in virtue of Lemma 3.1 and
Proposition 3.2, it holds that the estimation errors & and 4 equal to
zero after some time T’ and during their transient period, & and 4 are
bounded, which implies the boundedness of the estimates & and A.

Next, we are ready to prove the switching of .S, in (28) stops by
contradiction. Suppose the switching does not stop, that is k - +co.
Thus, there exists either an infinite odd or infinite even sequence = such
that for all j € £, S,(r) coincides with the sign of b(z) during the time
interval 7 € [t;,1; +1) From Proposition 3.3, there must exist another
time instant 7 > T’ and a positive constant j’ such that for all j > j’
and 1, > T, it holds |uy| < as well as & =0 and 4 = 0,Vr € [1,1,)).
Hence Vj > j’, during the time interval ¢t € [t; ot the closed-loop
system becomes

z=F(z) (33)
with

= _ fo(2)

F(Z) - ((On—r Ac - BCK) Z> ’

Recalling z = (17 fT)T, from (33) one is able to obtain the dynamic
of £ as ¢ = (A, — B.K)¢&. For this dynamic equation, we introduce a
Lyapunov candidate function ¥, = :/.{:T P, Yt € [t;th), J 2 J's
where P; is a symmetric and positive definite solution of the Lyapunov
equation (A, — B.K)" P: + P:(A. — B,K) = -1,. Then, the time derivative
of V, along the dynamic of ¢ satisfies
. 1
V<—o—-+—
27 2 (Pp)
Next, utilizing the comparison lemma [22, Lemma 3.4], it follows
that

Voo VtEltti). j>)

lEDON < 2@, Vi€t tjp), j2J (34)
with
Amax( E) _4*
(1) 1= 1))
® mm(Pz) €@
and 4} := 1

nmx(P)
When Jj — +oo, there must exist a positive constant ;* satisfying

j* > j' such that the mequahty

0wl = OUMIEC N > S0 e

Amin (P)

holds since & = 0 after + > T. Thus, () > Z(t) 2 lE®II, for all
1€ [tju,tjyy). At the time instant r = eyl WE have Wietjepr) >
IHG #+1|l, which indicates that no switching will occur. This leads to a
contradiction. Therefore, the above consideration yields S, in (28) has
to stop switching after 7 € [7+, +0).

After the switching stops, the monitor function ¥ convergences to
zero exponentially, guaranteeing the trajectory of ¢ converges to zero
as well. Under Assumption 2.3 and the fact that £ converges to zero
as t — +oo, one concludes that # converges to zero asymptotically.
Furthermore, with y = C.&, one derives lim,_, y(tf) = 0, which ends
the proof. []
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5. Simulation

In this section, we conduct a numerical experiment to validate the
performance and robustness of the proposed control protocol in the
presence of parameter uncertainties and external disturbances.

Consider a nonlinear minimum phase system described by

X| = Xy,

Xy = =3x) = pyxy + b + (py sin(x)) + b(x)) d,

y=x (35)
in which
XZ
-1-—%5, if 1€[0,30)
1+x:
b(x) = 2 2
1+ % if +>30
1+x2

€ [1,2]. The

is the high-frequency gain function satisfying |b(x)|
;42)T is assumed to satisfy

unknown parameter vector u = (u;
ne{35<u <45 -1<pu, <1}.
The external disturbance is expressed as

d(r):{ 5sawtooth(2zt), if € [0,15)

5sin(t — 1), if t>15

where “sawtooth(#)” is a MATLAB function that can generate a sawtooth
wave with period 27 for the elements of time 7. d(r) is norm-bounded
by a constant d = 5 that is assumed to be known in prior. Let d, :=
Mz{. The dynamics of x, can be rewritten into %, = —3x; —
Hyxy + b)) u+d,).

Given only the output signal y is available for controller design and
the initial condition of the plant (35) ranges over a known compact
set {x € R? : |x,(0)] <30,i = 1,2}, a streamlined procedure to construct
the proposed observer-based controller with the switching mechanism
is as follows:

First, the parameter f§ needed in the certainty-equivalent control
law (6) is set as f = 2 whereas the feedback gain vector K = (3 4)
is chosen to place the eigenvalue of A, — B.K in (2) to the left-half
plane, here for instance, —1,—-3. Next, to facilitate a fast convergence
of £, a sufficiently large £ in the HOSM differentiator (10) and other
the tuning gains in (26) are taken according to [31] as £ = 20,7, =
15,7, = 1.1 and x;, = 212,k, = 22. Also, a sufficiently large 4
is chosen to be 4 = 20. The gain vector y and the transformation
matrix Q for the interval observer in (15) are selected according to [33]

T —0.4444 0.1111
asy = (17 52) and Q = 4444 _0.11“> so that Q(A, —

yCHO™! = <_04 _?3
the condition in Proposition 3.1. Finally, for the monitor function ¥
(30) of the switching mechanism (28), we set O(k) = k + 2 that is
monotonically increasing and ©(k) > 1 for all k € {0,1,2,...} while
a sufficiently small 4,, is set as 4,, = 0.5.

Now, the only parameter unsettled is the saturation constant u
which needs to be carefully chosen according to the inequalities stated
in Proposition 3.3. Since system (35) is ISS with respect to the inputs
u,d and state x, the upper boundary of u satisfies u < (1 — p)/ = +oco.
Reminiscent of the compact set of the initial condition aforementioned,
we take the compact set B, = {x : ||x|| < r =70} for system (35). Then,
the lower boundary of u can be computed according to Proposition 3.3
asu > 10+sup, B, |(4 = pu)xy| = 45. Here, we take the saturation value
as u = 60.

Based on the preceding parameter design, the controller (6) is given
by

) is a Hurwitz and Metzler matrix, thus satisfying

u = 60 Sat [ﬁ]

905,

in which & and 4 are provided by (10) and (24), and S, is given by
(28). The HOSM differentiators in (10) and (26) are initialized with
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Fig. 2. Trajectories of inputs and output of system (35) with u = 60.
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Fig. 3. Monitor function ¥ and switching signal S, with u = 60.
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Fig. 4. Trajectories of inputs and output of system (35) with u = 10.

£0) = (0 O)T, p1(0) = 0.5, p,(0) = 0. The initial values of interval
observer (15) are &(0) = (1 8)T and £0) = (12 O)T. The switching
signal S, is initialized as S,0) =1 which is opposite to the sign of b(x)
in the beginning. This makes our simulation quite stringent.

The results are depicted in Figs. 2-3. Regardless of the sudden
change of the structure of the external disturbance d at 15 s, and the
change of sign of bh(x) at 30 s, the output y of plant (35) has been
regulated to zero in a rather short time, along with a small overshoot.
It is seen in Fig. 2 that the control input u reconstructs the unstructured
external disturbance d very quickly, which is a remarkable feature of
the developed method. To be notable, Fig. 3 shows that at 30 s, the
switching signal S, goes through only one change and remains the
same, which demonstrates the robustness of our approach concerning
the variation of control direction.

The saturation constant u utilized in the preceding simulation is cho-
sen according to Proposition 3.3. It might provide a rather conservative
feasible range for the choice of u, which is calculated for all initial
conditions and all x in the given compact sets. For example, Figs. 4—
5 show that the closed-loop response of system (35) for u = 10 still
pertains to satisfactory transient performance, in which no frequent
switches occur and the regulated output converges to zero very quickly.
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Fig. 5. Monitor function ¥ and switching signal S, with u = 10.
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Fig. 7. Monitor function ¥ and switching signal S, with u = 3.

If we keep decreasing the value of u, the asymptotic regulation will
not be achieved and only boundedness of trajectories is guaranteed, as
depicted in Figs. 6-7 for a more limited choice of u = 3. In summary,
Figs. 2-7 demonstrate how the closed-loop response of system (35) can
be influenced by the choice of u and further, for a practical u, the
admissible range of u is much larger than the theoretical range given
by Proposition 3.3.

6. Conclusions

In this paper, a novel UIO-based regulator is proposed to solve
the output regulation problem for uncertain SISO nonlinear minimum
phase systems with arbitrary relative degrees. The usual assumption
of the sign of the high-frequency gain known as prior is not required.
A finite-time estimator for the parametric uncertainties and external
disturbances in the plant can be implemented from a novel unknown
input observer. The combination of the unknown input observer and
a switching scheme driven by a monitor function allows us to develop
a robust and efficient control protocol. It is shown that the external
disturbance, structured or unstructured, both can be reconstructed and
rejected in a finite time. The closed-loop system will be asymptotically
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regulated to zero, which is theoretically proven and numerically veri-
fied. We would like to draw the reader’s attention to the remarkable
transient behavior of the system which is mainly due to the use of
a series of HOSM-based observers. The authors realize the potential
chattering phenomena and other limitations of such kind of solution.
Nevertheless, in the case of a structured external disturbance, since the
controller is able to completely recover the disturbance signal d(¢) to
be rejected, one can employ many existing identification techniques to
develop an internal model. Thus, in future work, we tend to embed such
an internal model into the proposed framework to further improve the
performance of the controller. Besides, how to relax Assumption 2.2
will be our future direction.
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Appendix A. Proof of Proposition 3.1

To this end, two necessary lemmas are introduced first:

Lemma A.1 ([34]). Suppose that the matrix A € R™" is a Metzler and
Hurwitz matrix, besides d, (1) € R", d,(t) > 0, t > 0, then the solution of
the dynamics x(t) = Ax(t) + d (1) satisfies x(t) > 0 for all t > 0 if x(0) > 0.

Lemma A.2 ([34]). Suppose that the vector variables x(t) € R", x(1) € R"
and x(t) € R" satisfies x(t) < x(t) < X(1), then for any constant matrix
M € R™n, we have M*x(1) — M~X(1) < Mx(1) < M¥X(t) — M™x(t).

Consider the coordinate change ¢ := Q¢ with the invertible transfor-
mation matrix Q defined in (15), the dynamics of ¢ in (4) is transformed
into
¢=0QA.07'¢+OB.pSu+ OB AMN,E u,d)
y=C.07.

Define ¢, :=¢ —¢ and §,=¢-¢ From (15) and the dynamics of ¢, it
follows that

.= 0(A, ~7CIQ7'C, + 41,

¢, =04, ~7CH0 "¢ +6,,

with

8y 1= (QB.)*A~(QB,)"(—4) ~ QB.A(n.&,u.d),

8y 1= QB A(n.&,u,d) = (QB,)* (=4) + (QB,)"4.

Then, by the selection of 4 in (12) and according to Lemma A.2, we
obtain

8, =(0B)*A~(QB,) (-4) - OB A(1,&,u,d) > 0,
8, = QB A(n.&,u,d) — (QB,)* (=4) + (QB,) 4 2 0.
Under Assumption 2.4 that ga(O) < &(0) < £,(0) and by ¢(0) = Q(0),

we derive Q*¢ (0) - 0 E,(0) < Q&) < OFE,(0) — Q¢ (0). Recalling
€(0) = Q¢ (0) = 07E,(0) and 5(0) = Q*E,(0) — Q¢ (0), thus it follows
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that 5(0) <¢(0) < ¢(0), that is S, (0) > 0,5,(0) > 0. Therefore, based on
Lemma A.1, from the dynamics of s, ,Ce» if O(A, —yC,)Q™! is a Metzler
and Hurwitz matrix, we conclude that [ Oand ¢, >0 forall r > 0.
Thus, ¢<¢< ¢ for all 7 > 0. Finally, employlng the relation & = Q™ !¢
and Lemma A.2, it follows that £<és< ¢ for all 1 > 0 with ¢, £ defined
in (14).

Appendix B. Proof of Proposition 3.3

Under Assumption 2.2 that |u+d| </ and |d| < pl, we require the
upper boundary of u satisfying u < (1-p)l. Besides, the lower boundary
of u should fulfill u > d+ 7 supep a(llzl), which is always valid under
the restriction ||(5(0), §(O)ﬂ] < I, on the initial condition. To be clear:

With the locally ISS property under Assumption 2.2, there ex-
ist some class-K functions cy(-), ¢;(+), ¢,(+), such that SUPzep, a(||lz]h) =
co(r) < ¢;(Dey(ly). Then if 1) satisfies

— bminc (l)
Iy < 621 <—c1(l3) )

with ¢;(/) defined as ¢;(/) = (1 — 2p)I, we obtain

— 1
sup a(||z|]) < 3
'min zEB, 'min

c1(Dey(ly) < e3(D),

which implies E+ﬁ SUPzep, a(||z]) £ (1-p)!. Thus, the upper boundary
and lower boundary of u are always valid with the sacrifice of a small
compact set for the initial conditions.

To prove uy bounded by |uy| < u, reminiscent of the definition of
uy and 4 in (5), we replace & and 4 with & and 4 since & = 0 and
4 = 0 after T > T,. Define B, = pS, for the sake of clarity and recall

a(llzl) := |K& + a(z)|. Utilizing i > d + — - sup.ep5, @(llzl)), after 1 > T,
we have
ol < |K‘5;q“(z)|+ |b(z)ﬂq_ﬂ" i+ %NE

< Iﬂ—ql Zsgllc;rtJt(IIZIIH IbZ)Id - <%§j)_ﬂ"l> u+u

=151 sup a(||z||>+|b,§:)|d— 'f;jlum
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where we exploit |§,| —|b(z) = B,| = |b(z)| if S, = sign(b(2)), Vz € B, and

ﬂ 2 bmax'
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